






The theory of motivated reasoning 

builds on a ke insi ht of modern 

neuroscience (PVF): Reasoning is 

actually suffused with emotion (or 

what researchers often call "affect"). 

Not only are the two inseparable, but 

our positive or negative feelings about 

people, things, and ideas arise much 

more rapidly than our conscience 

thoughts, in a matter of milliseconds 

-fast enough to detect with an EEG 

device, but long before we are aware 

of it. That should not be surprising: 

Evolution required us to react very 

quickly to stimuli in our environment. 

It is a "basic human survival skill," 

explains political scientist Arthur 

Lupia of the University of Michigan. 

We push threatening information 

away; we pull friendly information 

close. We apply fight-or-flight reflexes 

not only to predators, but to data itsel£ 

We are not driven only by emotions, 

of course - we also reason, deliberate. 

But reasoning comes later, works 

slower - and even then, it doesn't take 

place in an emotional vacuum. Rather, 

our quick-fire emotions can set us on a 

course of thinking that's highly biased, 

especially on topics we care a great 

deal about. 

Id. at page 3. How this happens, 

according to political scientist Charles 

Taber of Stonybrook University, is 

that a subconscious negative response 

to new information, in turn, guides 

the type of memories and associations 

formed in the conscious mind. People 

"retrieve thoughts that are consistent 

with their previous beliefs, and that 

will lead them to build an argument 

and challenge what they're hearing." 

Id. at 3. 

The entire process has been described 

by Jonathan Haidt, a University of 

Virginia psychologist, as one where,"[ w] 

hen we think we're reasoning, we may 

instead be rationalizing." Haidt says 

the human brain acts much more like 

a lawyer than a scientist. Haidt believes 

that human "reasoning" is a means to a 
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predetermined end -:-winning our "case" 

and is shot through with biases. Haidt 

believes this includes "confirmation 

bias," in which we give greater heed to 

evidence and arguments that bolster 

our beliefs, and "disconfirmation bias," 

in which we expend disproportionate 

energy trying to refute views that we 

feel strongly against. Id. at 4. Following 

Haidt, Chris Mooney concludes: 

[None of this is] "to suggest that we 

aren't also motivated to perceive the 

world accurately - we are. Or that we 

never change our minds -we do. It's 

just that we have other important goals 

besides accuracy - including identity 

affirmation and protecting one's sense 

of self- and often those make us highly 

resistant to changing our beliefs when 

the facts say we should." 

Id. at 4. 

All of the above is resoundingly 

confirmed in an excellent analysis 

entitled "Why Bad Beliefs D on't Die," 

written by Gregory W. Lester, a 

Psychologist and Graduate faculty 

member at the University of St. 

Thomas in Houston, Texas. Lester 

writes: 

Because beliefs are designed to enhance 

our ability to survive, they are biologically 

designed to be strongly resistant to 

change. To change beliefs, skeptics must 

address the brain's "survival" issues of 

meanings and implications in addition 

to discussing their data. 

See, Why Bad Beliefs Don't D ie, in the 

Skeptical Enquirer newsletter: Volume 

24.6, November/December 2000. 

Lester's article begins with the premise 

that senses and beliefs are both tools 

for survival which have evolved to 

augment one another. H e believes our 

brains consider them to be separate 

but equally important purveyors of 

survival information. The loss of either 

one endangers us. "Without our senses 

we could not know the world within 

our perceptual realm. Without our 

beliefs we could not know the world 

outside our senses or about meanings, 

reasons, or causes." Lester notes: 

This means that beliefs are designed 

to operate independent of sensory 

data. In fact, the whole survival 

value of beliefs is based on their ability 

to persist in the face of contradictory 

evidence. Beliefs are not supposed to 

change easily or simply in response 

to disconfirming evidence. If they 

did, they would be virtually useless as 

tools for survival. Our caveman would 

not last long if his belief in potential 

dangers in the jungle evaporated every 

time his sensory information told him 

there was no immediate threat ... As 

far as our brain is concerned, there is 

absolutely no need for data and belief 

to agree. They've each evolved to 

augment and supplement one another 

by contacting different sections of 

the world. . . When data and belief 

come into conflict, the brain does not 

automatically give preference to data. 

This is why beliefs - even bad beliefs, 

irrational beliefs, silly beliefs, or crazy 

beliefs - often don't die in the face 

of contradictory evidence. TI1e brain 

doesn't care whether or not the belief 

matches the data. It cares whether the 

belief is helpful for survival. 

Id. at page 3. 

Lester then tells us that communicators 

must learn always to address not only 

the facts they want to present, but "the 

implications that changing the related 

beliefs will have for the fundamental 

world view and belief system of the 

affected individuals." He continues, 

communicators "must discuss the 

meaning of their data in the face of 

the brain's need to maintain its belief 

system in order to maintain a sense of 

wholeness, consistency, and control in 

life." Id. at 3. 

With the above views in mind, 

it becomes somewhat clearer to 

understand why presenting all the 






